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Abstract

The present paper is devoted to the modeling of an impinging argon/hydrogen plasma jet under atmospheric plasma

spraying conditions. A two-layer extension to the Chen±Kim �k±e� turbulence model was implemented in the Phoenics

code, allowing the prediction of temperature and velocity ®elds in the turbulent jet and the description of the viscous

sublayer at the surface of the front body. The predictions of thermal exchanges are compared to results obtained with a

heuristic formula deduced from experiments and taken from the literature. A comparison is also made with results

obtained with some other models and the results indicate that the present proposed model is by far the most accu-

rate. Ó 2001 Elsevier Science Ltd. All rights reserved.

1. Introduction

Although the standard �k±e� model was originally

intended to the study of ¯ows over ¯at plates, it is often

used as a ®rst approximation or for simplicity in many

¯ow situations and particularly for the study of plasma

jets [1±11]. Nevertheless, it is known to give poor pre-

dictions in a certain number of cases and especially in

the case of round jets for which a quite large overesti-

mation of the jet expansion is predicted. For this reason,

modi®cations based on the work of Rodi are sometimes

used in order to obtain a better description of round jets

[1±3,10]. Nevertheless, the use of those modi®cations is

only possible for free jet studies and not impinging ones,

so that the standard �k±e� model is often used without

any modi®cation in the case of impinging jets [11±14].

Since it is not valid in laminar boundary layers, this

model also uses wall functions in order to describe

friction and thermal exchanges with solid bodies. Wall

functions are extensively used mainly for the purpose of

computational economy. Nevertheless, there are many

¯ow situations in which this approach should not be

used, particularly when the boundary layer includes

signi®cant variations of thermodynamic properties and

transport coe�cients, which is especially true in the case

of plasma jets. The most used wall function is certainly

the logarithmic one [1,11]. Meanwhile, one has to keep

in the range of validity of the law and not apply it within

the viscous sublayer. Consequently, grid re®nement

should sometimes be avoided. An alternative approach

is the use of low-Reynolds extensions to turbulence

models with an adequate grid re®nement in the wall

region. Numerous extensions to the standard �k±e�
model have been proposed in the literature. They di�er

from the standard model in that local modi®cations of

the constants of the turbulence model are used and that

extra source terms are sometimes added to the transport

equations of turbulence quantities. Several of those

models were described and tested in the case of a simple

¯ow over a ¯at plate by Patel [15]. Even if those models

give good predictions in a range of cases, there are still

¯ow situations in which their use is not recommended.

For example, the use of low-Reynolds extensions to
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turbulence models in the case of separating and re-

attaching ¯ows and in the case of impinging ¯ows can

lead to a signi®cant overestimation of thermal

exchanges. To compensate this de®ciency, Yap [16]

proposed to add a source term to the e equation in order

to drive the length scale toward its local equilibrium

value near a wall. Modi®cations proposed by Yap are

generally used in the case of impinging ¯ows [13]. A

second possibility is the use of a two-layer model [17]. By

doing so, a two-equation model is used except near a

wall where a one-equation model with a prescription of

the length scale is preferred. Two layers models are

particularly recommended for impinging ¯ow situations

and represent a good alternative to the use of a low-

Reynolds extension combined with the Yap correction

source term. In the present study, a two-layer extension

to the �k±e� turbulence model by Chen and Kim was

implemented in the Phoenics code. The choice of the

Chen±Kim model [18,19] was decided regarding to its

particular performances for round jets modeling,

whereas the two-layer extension was implemented in

order to obtain a good description of the viscous sub-

layer at the surface of the front plate.

2. Mathematical model

In a direct current (D.C.) arc plasma torch, the

plasma gas mixture ¯owing through the torch is accel-

erated, heated and partially ionized under the e�ect of

an electric arc created between a cathode and an anode

both cooled by a water circuit. In the present model, we

studied the plasma jet from the torch exit to its im-

pingement on a front plate. Velocity and enthalpy pro-

®les at the torch exit were ®rstly determined in order to

satisfy the gas ¯ow rate and the net power input (de-

duced from the knowledge of the electric power and that

of the cooling). The plasma was assumed to be in local

thermodynamic equilibrium (LTE) and was considered

as optically thin. The case of an argon/hydrogen plasma

jet discharging into air was considered and properties of

the argon/hydrogen plasma and the surrounding air

were calculated separately assuming chemical equilibri-

um. Chemical reactions between those two mixtures

were then neglected. Since the nature of the surrounding

gas is known to have an important in¯uence on the

cooling of the plasma jet in the environment, the mixing

of the plasma jet in the surrounding air was described

using a mass fraction conservation equation [1,3±5,8±11]

(similar to a species conservation equation). Neverthe-

less, in the present model, demixing e�ects were ne-

glected on the contrary to the one proposed by Fincke

[6], but this is not the originality of the present paper

which deals with turbulence modeling as much as with

plasma jets.

2.1. Thermodynamic properties and transport coe�cients

A Gibbs free energy minimization method based on

the RAND algorithm [20] and modi®ed in order to take

the presence of free electrons into account [21] was used

in order to calculate the chemical equilibrium compo-

sition of air and that of the argon/hydrogen spray gas

mixture. Required thermodynamic properties of indi-

vidual substances were taken from GurvichÕs tables [22],

the advantage of which being the range of temperature

Nomenclature

Cp speci®c heat

D di�usion coe�cient

Ew toughness parameter of the surface

h speci®c enthalpy

k kinetic energy of turbulence

M molar mass

_m plasma mass ¯ow rate at the nozzle exit

p pressure

P production rate of k

Peff net power of the torch

Pr Prandtl number

q energy ¯ux

R nozzle exit radius

Re local Reynolds number

s skin friction factor

Sc Schmidt number

St Stanton number

S/ Source term of variable /
T temperature

v radial velocity component

v� resultant frictional velocity

w axial velocity component

x mole fraction

y mass fraction

Greek symbols

a thermal exchange coe�cient

e rate of dissipation of k

j Von-Karman constant

k thermal conductivity

l dynamic viscosity

m kinematic viscosity

q density

r/ turbulent Prandtl number of variable /
C/ exchange coe�cient of /
sw shear stress at the wall
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considered (0±20 000 K). Thermodynamic properties of

the two mixtures were then deduced from the chemical

equilibrium composition by summation over the species

for enthalpy and numerical derivation of enthalpy for

the speci®c heat, whereas transport coe�cients were

calculated, according to kinetic theory of gases, assum-

ing di�erent interaction potentials between each pair of

species. For this part, exponential repulsive potentials

were used for neutral±neutral interactions, the screened

Coulomb potential was used for charged±charged in-

teractions, the polarization potential was used for neu-

tral±ion interactions and collision integral tabulations

were used for neutral±electron interactions whereas

resonant charged transfer in¯uence was also taken into

account for interactions between atoms and their asso-

ciated positive ions (see [21] for a complete description).

Data taken from references indicated by Murphy [23,24]

were mainly used concerning potentials for transport

coe�cients of air, whereas potentials proposed by

Pateyron et al. [25] were used concerning the argon/hy-

drogen mixture. As a consequence, results obtained for

transport coe�cients are very similar to those proposed

in those references. Fig. 1 presents the chemical equi-

librium composition of air and of the argon/hydrogen

(92.5/7.5) mixture versus temperature at 0.1 MPa. For

low temperatures, components are present only in their

ground state in the mixtures, whereas they are progres-

sively dissociated and ionized when the temperature

increases.

Fig. 2 presents enthalpy, speci®c heat, dynamic

viscosity and thermal conductivity of each one of the

two mixtures. In order to keep the problem compu-

tationally reasonable, approximate mixing rules were

used to estimate properties of the mixture of plasma

gas and air. The mixing rules used for dynamic vis-

cosity and thermal conductivity were l � x1l1 � x2l2

and k � x1k1 � x2k2 in which indices 1 and 2 stand for

plasma spray gas and air, respectively, except in the

boundary layer close to the solid body (front plate) for

which the Wilke mixing rule [25] (which is more real-

istic for temperatures at which species are fully re-

combined) was preferred for both dynamic viscosity

and thermal conductivity.

The use of those mixing rules can be expected to have

only a small in¯uence for di�erent reasons: ®rstly, the

viscosity of the argon/hydrogen mixture and that of air

(Fig. 2) are not so di�erent from one another whatever

the temperature range, and secondly and mainly, tur-

bulence e�ects are dominant except in the potential core

of the jet and in the laminar region close to the solid

body.

2.2. Governing equations

A cylindrical geometry with coordinates �r; z� was

used and axial symmetry was imposed so that the h
gradient was omitted from equations (2D calculation).

Finally, the considered equations were the following:
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Fig. 1. Chemical equilibrium composition of air and argon/hydrogen (92.5/7.5) versus temperature at 0.1 MPa (for 1 initial mole at

300 K).
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In view of the di�culty to de®ne the di�usion coef-

®cient of one mixture into an other (each one containing

in fact di�erent species), a unitary Lewis number was

assumed as ®rst approximation in order to estimate the

di�usion coe�cient of the spray gas in the ambient air

(Le � Sc=Pr � k=qCpD � 1).

Fig. 2. Thermodynamic properties and transport coe�cients of air and argon/hydrogen (92.5/7.5) versus temperature at 0.1 MPa.
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This assumption also leads to some simpli®cations in

the energy conservation equation since, as it can be seen

in Eq. (1d), the source term

div
l
Sc

1

���
ÿ Sc

Pr

�
� lt

Sct
1

�
ÿ Sct

Prt

��
h1� ÿ h2� ~ry1

�
resulting from inter-di�usion of the two gases was

omitted (the same value of the turbulent Prandtl and

Schmidt numbers being also used). This ®nal form of the

energy equation results from the combination of the

term of heat di�usion due to the temperature gradient

and the term of inter-di�usion of the two gases [11].

The �k±e� turbulence model of Chen and Kim di�ers

from the standard one in that the additional source term

C3q�P 2=k� is included to the e in Eq. (1g). According to

the authors [18], this extra source term represents energy

transfer from large-scale to small-scale turbulence con-

trolled by the production range time scale and the dis-

sipation range time scale. In addition, several of the

standard model constants were adjusted so that the

model maintains good agreement with the experimental

data for classical cases. Table 1 presents the turbulence

parameters used in the turbulence model by Chen and

Kim.

Moreover, in the present study, a value of 0.7 was

used for the turbulent Prandtl and Schmidt numbers.

This is in agreement with suggestions by Lee and

Pfender [10] for plasma jets and by Schiestel [26] for

circular jets in general. The use of a smaller value than

that used in [4,5,8,11] is justi®ed in that sense that a

value of 0.9 was used in those works mainly to com-

pensate the in¯uence of the use of the standard �k±e�
model which tended to overestimate the jet expansion

and to predict a too fast temperature decrease. This is

not necessary anymore with the Chen±Kim model.

2.3. Boundary conditions

Fig. 3 presents a view of the computational domain.

The previous set of equations (1a)±(1g) can be written in

the form ~r � �q~V /ÿ C/
~r/� � S/, where the ®rst term

q~V / is the convective term, the second one ÿC/
~r/ is

the di�usive term and S/ is the source term of the solved

variables /. In the Phoenics code (which was used for

the computations), the convective and di�usive terms are

omitted on cell faces pertaining to each boundary, as-

suming negligible normal gradients and normal velocity

component. A di�erent boundary condition must be

speci®ed by the way of a source term added to the

concerned ®nite volume equation. As a ®rst conse-

quence, the case of a symmetry axis for example does

not require any additional source term.

2.3.1. At the free boundary

For the free boundary (Fig. 3), the mass ¯ux passing

through the domain is calculated from the pressure

prevailing in the cell and the one speci®ed at the

boundary (®xed pressure boundary condition). Proper-

ties of the incoming ¯uid were prescribed as that of pure

air at 300 K (with a zero concentration of the plasma

gas). Since the ``upwind assumption'' is used at the

boundary, speci®ed properties for the incoming ¯uid

have no in¯uence for cells at which out¯ow occurs.

2.3.2. At the nozzle exit

As already used in [8] or [11], we assumed velocity

and enthalpy pro®les of the form

/�r� ÿ /w � �/cl ÿ /w� 1
h
ÿ r

R

� �ni
at the torch exit (inlet of the domain), where wcl and hcl

(the velocity and enthalpy on the centerline) were de-

termined from global mass and total enthalpy conser-

vation and hw (the enthalpy at the wall) was ®xed to a

value corresponding to a temperature of 1100 K (which

is close to the assumption used for example by Murphy

et al. [1]). The mass and total enthalpy conservation

represents a system of two equations with two un-

knowns (wcl and hcl) if a zero pressure is assumed at the

nozzle exit and if the shape of the pro®le is decided. An

iterative method was used in order to deduce the cen-

terline values of the velocity and enthalpy from this

system formed by

_m �
Z R

0

q�r�w�r�2pr dr and

Peff �
Z R

0

q�r�w�r��h�r� � w�r�2=2ÿ h300 K�2pr dr:

A value of n � 3 was used in the expression of /�r�
for velocity and enthalpy. It ensured that subsonic

Table 1

Turbulent parameters used in the Chen±Kim model

Cl C1 C2 C3 rk re

0.09 1.15 1.90 0.25 0.75 1.15

Fig. 3. View of the computational domain.
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conditions were speci®ed over the nozzle exit section.

This value is of the same order as that used by Diliwari

and his co-workers for example [3±5]. One can also

notice that for a given enthalpy pro®le, the corre-

sponding temperature pro®le is always much ¯atter (the

reason being the increase of the speci®c heat of thermal

plasma at high temperatures). This tendency is in ac-

cordance with suggestions by Vardelle et al. [27±30] who

used n � 2 for velocity and n � 4:5 for temperature or

by Nyl�en [31]. Another indication concerning the va-

lidity of the present nozzle exit conditions was obtained

considering the recently published velocity measure-

ments by Planche et al. [32±34] in the near nozzle exit

region. For experimental conditions considered in [34],

the nozzle exit velocity computed with the present model

compares well with measurements. Moreover, the in-

¯uence of nozzle exit pro®les is reduced when the dis-

tance from the nozzle exit increases so that one can

expect that it does not signi®cantly change the predic-

tion of thermal exchanges with the front plate. One

should also notice that although an accurate modeling

of the ¯ow inside the torch would perhaps give a better

idea of the nozzle exit conditions, the present model is

the only one which ensures that the true e�cient power

is given to the external jet (since the e�ciency of the

torch is deduced from experiments, it is not sensitive to

the validity of the model).

One has also to specify turbulence quantities over the

nozzle exit. This was done according to Fincke [6] who

assumed proportionality between the radial gradient of

axial velocity and the turbulence kinetic energy. Finally,

the turbulence kinetic energy pro®le was ®xed

k�r� � it w2
cl

ow
or

� ��
ow
or

� �
R

with it � 0:003, whereas its dissipation rate was given by

e�r� � C3=4
l k�r�3=2

=l with l � min�j�Rÿ r�; 0:07R�:

In this expression j is the Von-Karman constant taken

as 0.41 in the present study.

The above set of equations leads to su�ciently small

values of turbulence quantities so that the laminar vis-

cosity signi®cantly exceeds the resulting turbulent one

especially in the centerline region of the jet.

2.3.3. For the torch surface

The source term to be added to represent a wall re-

quires the knowledge of the skin friction factor. For the

torch surface (perpendicular to the main ¯ow at the

nozzle exit), the standard log law of the wall was used.

By doing so, the skin friction factor at the solid surface

s � sw=�qv2� � �v�=v�2 is determined using an iterative

procedure from s1=2 � j= ln�Ew z��, where z� � Rews1=2

and Rew � qvd1=2=l. In those expressions, Ew is the

characteristic roughness parameter of the surface (8.6

for example in the case of a smooth surface), d1=2 is the

distance from the center of the cell to the wall, sw is the

shear stress at the wall and v� is the resultant frictional

velocity. The range of validity of this law concerns the

logarithmic region only and does not include the viscous

sublayer. In order to compensate somewhat this de-

®ciency, the ®nal skin friction factor is determined from

the maximum between the one deduced from the above

formula and the one representing a laminar ¯ow

s � 1=Rew. Turbulence quantities at the wall are then

speci®ed following:

kw � sw

q
������
Cl

p � jv
�j2������
Cl

p
and

ew � C3=4
l

k3=2
w

jd1=2

� jv
�j3

jd1=2

;

whereas the Stanton number for the energy equation is

calculated from

St � s

Prt 1� 9:0��Prl=Prt� ÿ 1��Prt=Prl�1=4s1=2

� � :

2.3.4. At the front plate

The use of the logarithmic law in order to describe

friction on the torch surface is accurate since it has

little e�ect on the jet modeling. Unfortunately, this is

not the case of the impinging region for which this

approach was found to give poorly realistic results [11].

In order to compensate this de®ciency and to obtain

accurate predictions of thermal exchanges, a two-layer

modi®cation was implemented in the code in order to

describe friction on the front plate. By doing so, the

high-Reynolds form of the turbulence model is used,

except close to the solid body where a one-equation

turbulence model with a prescription of the length

scale is applied. This procedure is useful since the

length scale distribution is quite well de®ned near a

wall. Two-layer extensions have been extensively de-

veloped for the standard �k±e� model and not for the

Chen±Kim one. Meanwhile, since the two models (the

standard one and the Chen±Kim one) use the same

value of Cl, the two-layer extension proposed by Rodi

[17] for the standard model was also applied to the

Chen±Kim one. In this model, the rate of dissipation

of the turbulence kinetic energy is ®xed to

e � C3=4
l

k3=2

lm
F2
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within the viscous sublayer. In this equation,

F2 � 1� 5:3

Rk
and Rk � q

���
k
p

dw

l

in which dw is the distance from the point in question to

the wall and lm is deduced from the near wall formula

(lm � jdw). The e�ective turbulent dynamic viscosity is

then deduced from

lt � C1=4
l qk1=2lmFl � Clq

k2

e
FlF2 with

Fl � 1ÿ exp�ÿ0:0198Rk�:

Since the turbulence model is now accurate in the

viscous sublayer, an important grid re®nement can be

used at the surface, so that the skin friction factor and

the Stanton number can be calculated from their

laminar expressions s � 1=Rew and St � s=Prl, the as-

sociated boundary conditions for the transport equa-

tion of the kinetic energy of turbulence being k � 0 at

the wall. The transition between the two regions (e
solved or e ®xed) is de®ned for a local Reynolds

number Rew of 350. The thermal ¯ux is then calculated

from q � k�T ÿ Tw�=d1=2 � Stqv�hÿ hw�, where hw is

the corresponding wall enthalpy. In the present study,

we assumed a temperature of 300 K at the surface of

the solid structure.

The use of this two-layer extension to the Chen±

Kim model was preferred to the Lam±Bremhorst low-

Reynolds extension [35] to the Chen±Kim model es-

sentially for one reason: even if the Chen±Kim model

is known to give better results than the standard one

in the case of ¯ows, where turbulence is removed from

equilibrium, its Lam±Bremhorst low-Reynolds exten-

sion was found to have still the same major default as

all low-Reynolds extension models when used without

the Yap correction source term. That is to say that

they predict progressively too high values of the length

scale inside the boundary layer in the case of im-

pinging ¯ows, resulting in a quite large overestimation

of thermal ¯uxes. This e�ect was found to be weak for

short stand-o� distances (of the order of 50 mm), but

it increases for higher ones to give about twice the

thermal exchange values obtained with the two-layer

model for a stand-o� distance of the order of 100 mm.

On the contrary, it was veri®ed that the use of the

Lam±Bremhorst low-Reynolds extensions to the stan-

dard �k±e� model coupled with the Yap correction

source term leaded to similar results to those obtained

with the two-layer extension to this model [21]. This

con®rms the validity of the use of a two-layer exten-

sion since the use of the Yap correction source term is

considered to be the best solution in order to repre-

sent impinging ¯ows correctly. Moreover, it indicates

that although the high-Reynolds form of the turbu-

lence model is used in the potential core of the jet

(laminar region), this has no in¯uence on the predic-

tions.

2.4. Source terms for turbulence quantities

As said previously, the Phoenics code was used for

the resolution of the set of equations (1a)±(1g). It uses a

®nite volume formulation in which scalar quantities are

calculated at cell centers and velocity components are

calculated at cell faces. The discretization equations [36]

result in an algebraic system of the form ap/p �P
nb anb/nb � b, where nb stands for neighbors to cell P

and where b includes the contribution of source terms.

Source terms are all implemented by the same

way. That is to say that they are written in the form

S/ � S/c ÿ S/p/ � C�V ÿ /�, so that the positive part

is let in the right-hand side of the algebraic equation

and the other part is moved in the left-hand side

(where it increases the value of ap). Although the

linearization of source terms should not a�ect the

®nal solution, it has an important in¯uence on

the time required to achieve convergence and can

even sometimes prevent from any convergence. A

particular attention is so required concerning the

linearization of source terms for turbulence quantities.

In order to avoid con¯icts with the di�erent built-in

options of Phoenics, source terms were fully rewritten

following:

Sk

q
� P ÿ e � Cl

k
mt

FlF2

1

Cl

P
k

mt
1

FlF2

�
ÿ k
�

and

S1e

q
� e

k
�C1P ÿ C2e� � C2Cl

k
mt

C1

C2

P
�

ÿ e

�
;

where mt � lt=q is the turbulent kinematic viscosity.

Since e is solved only in regions where Fl � F2 � 1, this

expression of S1e is correct. One can then easily identify

C and V in the previous expression of S/. The additional

term S2e=q � C3P 2=k was included without any linear-

ization.

10 000 cells were typically used in order to build the

mesh and the required computational time was signi®-

cantly increased when compared to the one spent for a

free jet simulation, the main reason being that the time

step used in the relaxation procedure had to be reduced

in view of the mesh re®nement in the wall region (in

which a minimum of 20% of the total number of grid

points are concentrated). Moreover, the case of a free jet

can be accurately described using a parabolic assump-

tion [8] (so that a more economical z-marching proce-

dure could be used). Finally, the required computational

time to obtain a su�ciently high rate of convergence

exceeds 3 h using a RISC 6000/43P with 128 Mo RAM

for such a case, so that a 3D calculation would not be

reasonable.
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3. Numerical results

The numerical results presented here concern an ex-

perimental case for which a commercial Sulzer±Metco

F4 plasma torch was used. In order to be able to com-

pare the turbulence models, the same parameters as

those used in [11] were chosen. The nozzle diameter was

6 mm, the plasma gas was a mixture of argon (37 slpm)

and hydrogen (3 slpm), whereas the net power (deduced

from the electric power and the torch e�ciency) was

16500 W. Computations were realized for three di�erent

positions of the plate (80, 100 and 125 mm from the

nozzle exit) and in each case, a temperature of 300 K was

assumed at the surface of the plate.

Figs. 4±7 show the results obtained from computa-

tions realized with the two-layer extension to the Chen±

Kim �k±e� model for the stand-o� distance of 80 mm.

Fig. 4 presents radial pro®les of the axial velocity

component for di�erent axial distances from the nozzle

exit. The range of velocity in the nozzle exit region (of

the order of 2000 m/s) is observed to be in quite good

agreement with measurements realized by Planche et al.

[32±34].

Fig. 5 shows the streamlines deviation due to the

presence of the front plate and in Fig. 6 velocity vectors

give further indications concerning the relative im-

portance of the local velocity from one point to another.

A view of the temperature ®eld over the whole jet is

proposed on Fig. 7. One can observe that a signi®cant

part of the jet is not in¯uenced by the presence of the

front plate so that only a distance of the order of 1 cm is

concerned by its presence. Nevertheless, the temperature

Fig. 4. Radial pro®les of axial velocity for a stand-o� distance

of 80 mm computed with the Chen±Kim model.

Fig. 5. Streamlines computed with the two-layer extension to

the Chen±Kim �k±e� model for a stand-o� distance of 80 mm.

Fig. 6. Velocity vectors computed with the two-layer extension

to the Chen±Kim �k±e�model for a stand-o� distance of 80 mm.

Fig. 7. View of the temperature ®eld computed with the two-

layer extension to the Chen±Kim �k±e� model for a stand-o�

distance of 80 mm.
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®eld is greatly a�ected by the presence of the plate in this

region.

It was veri®ed that a similarity region exists for

enthalpy: in this region, radial pro®les of enthalpy can

be approximately deduced from velocity ones. Never-

theless, in view of the important speci®c heat variations

of the plasmas, temperature pro®les cannot be deduced

from velocity ones and their shape are signi®cantly af-

fected.

Fig. 8 presents a comparison of the computed axial

temperature pro®le obtained for the standard �k±e�
model that was used in [11] and the Chen±Kim one that

is proposed in the present study for a stand-o� distance

of 80 mm. Results are also given for two di�erent values

of the turbulent Prandtl and Schmidt numbers in the

case of the standard �k±e� model. One can easily verify

that the turbulence model plays an important role on the

predicted pro®les. Since the standard model overesti-

mates the radial expansion of the jet, it also predicts a

too fast axial temperature decrease. This being, the

predicted length of the potential core increases with the

values of the turbulent Prandtl and Schmidt numbers,

this resulting from a decrease of the di�usive term. One

can notice that computed axial temperature pro®les are

a�ected by the presence of the front plate on a shorter

distance than velocity one.

The validity of the present model was tested on the

basis of the comparison of predicted thermal exchanges

with results obtained using the heuristic formula of

Monerie-Moulin deduced from experimental measure-

ments. In their study, Monerie-Moulin et al. [37] used

two di�erent coaxial calorimeters and measured the heat

¯ux from the temperature increase of the cooling water

circuit, which maintained a low temperature at the sur-

face of the calorimeters. Since the diameter of the inner

calorimeter was small (6.35 mm), it gave a good evalu-

ation of the ¯ux at the impinging point. Concerning the

second calorimeter (diameter 76 mm), it was used in

order to give the mean ¯ux exchanged over its surface

and mainly to deduce the radius of a Gaussian pro®le of

the ¯ux which would have given the same overall ther-

mal exchange. A Gaussian shape of the ¯ux was as-

sumed as a ®rst approximation in the absence of better

propositions. Finally, they proposed the following cor-

relation in order to estimate the centerline ¯ux

(MW mÿ2)

q0 � 0:228

� 5:57 10ÿ10Fr0:052Arÿ1:64dÿ2:55p1:33Dÿ0:34; �2�
where Fr is the total plasma gas ¯ow rate �argon�
hydrogen� (l/min), Ar is the volume fraction of argon in

the plasma (%), d the distance from the nozzle exit to the

substrate (m), p the electric power (W) and D is the

nozzle diameter (m).

Thermal exchanges predictions corresponding to the

above axial temperature pro®les for the di�erent tur-

bulence models are given in Fig. 9. Results obtained

using the Lam±Bremhorst low-Reynolds extension to

the standard �k±e� model coupled with the use of the

Yap correction term are also presented. One can observe

that for the same values of the turbulent Prandtl and

Schmidt numbers, predictions obtained with the two-

layer extension to the standard �k±e� model are very

similar to those obtained with the Lam±Bremhorst low-

Reynolds extension if the Yap correction source term is

used. Nevertheless, the comparison of the predicted

thermal exchanges with the results obtained from the

formula deduced from measurements (2.2 MW mÿ2 in

the centerline region) indicates that a signi®cant under-

estimation is always obtained with the standard �k±e�
model, this underestimation being related to less realistic

Fig. 8. Axial temperature pro®les computed with the Chen±

Kim �k±e� model and the standard one for di�erent values of

the turbulent Prandtl and Schmidt numbers. Fig. 9. Predictions of thermal exchanges using di�erent models.
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temperature and velocity ®elds and not to the boundary-

layer description. The use of di�erent wall functions in

the impinging region (standard log law and Reichardt

law of the wall) was tested in [11] for the standard �k±e�
model and was found to lead to a more important un-

derestimation of thermal exchanges (certainly because of

large property gradients in the boundary layer, the e�ect

of which is not taken into account using wall functions).

On the contrary, the use of the two-layer extension to

the Chen±Kim model gives better predictions of thermal

exchanges since we can assume that more realistic ve-

locity and temperature ®elds are predicted.

Fig. 10 presents a comparison of the predictions of

thermal exchanges with measurements (or more pre-

cisely with results obtained from the heuristic formula

deduced from measurements) for the di�erent stand-o�

distances proposed above and using the Chen±Kim

�k±e� model. Deduced ¯uxes corresponding to stand-o�

distances of 80, 100 and 125 mm are, respectively, of 2.2,

1.34 and 0.86 MW mÿ2. Tendencies obtained with the

numerical model indicate larger thermal exchanges for

short stand-o� distances and smaller ones for high

stand-o� distances, indicating a strong sensitivity re-

garding to the stand-o� distance. Meanwhile, one can

notice the di�culty to use a simple law in order to obtain

thermal exchange predictions over such a large domain.

For example, one could expect that the decrease of the

impinging region ¯ux with the stand-o� distance de-

pends on the initial hydrogen concentration in the jet

and on the diameter of the nozzle of the torch. More-

over, one can expect that the limits of validity of the

heuristic formula are reached for large stand-o� dis-

tances with selected parameters since it cannot predict

values under 0.228 MW mÿ2 and this whatever the

stand-o� distance. Concerning the shape of the ¯ux, as it

could be expected considering the modi®cation of the

temperature ®eld in the region close to the solid body,

the Gaussian pro®le is not well respected. A good ®tting

of the numerical results could also be obtained assuming

an exponential decrease (except in the centerline region)

[11]. A special attention must also be paid to the fact

that numerical predictions indicate maximum thermal

exchanges for radial positions of the order of 2 mm from

the center instead of the center point itself. That means

that even if the temperature is maximum at the im-

pinging point itself outside the boundary layer, the re-

sulting thermal exchange coe�cient is weaker at this

point, leading to a smaller thermal ¯ux. In other words,

the e�ective thermal exchange coe�cient increases with

the tangential component of the velocity so that the

thermal exchange is purely conductive at the impinging

point since the radial velocity is zero. This result can also

be related to the fact that both measurements and pre-

dictions indicate that Nusselt number pro®les can pre-

sent multiple maximum radially in the case of impinging

jets [12,13] depending on the ratio of the nozzle diameter

to the stand-o� distance. For the calculations, a tem-

perature of 300 K was assumed at the surface; never-

theless, it was veri®ed that predicted thermal exchanges

for a surface temperature of 500 K are not signi®cantly

di�erent (the decrease in the di�erence of temperature

between the plasma and the surface being certainly

compensated by the increase of the thermal conductivity

of the plasma with the temperature). The present results

could thus represent the case of a structure which would

be exposed during a su�ciently short time or which

would be cooled so that its temperature would remain

su�ciently low. Finally, pressure ®elds were not pre-

sented here but a quite signi®cant increase of the pres-

sure is also predicted in the impinging region.

Computations with the Chen±Kim model indicate a

relative pressure in the impinging point region of the

order of 8, 5 and 3 kPa for the stand-o� distances of 80,

100 and 125 mm, respectively, corresponding to an in-

crease of 8±3% versus the absolute pressure around the

system.

4. Conclusions

Thermodynamic properties and transport coe�cients

of the plasma gas mixture and of the surrounding gas

were ®rstly calculated on the basis of chemical and

thermal equilibrium assumptions. The nature of the

surrounding gas (air) was taken into account by the way

of a species (or mass fraction) conservation equation. Its

e�ect is predominant concerning the cooling of the jet

in the environment [1,8] due to an important part of

the energy being ``pumped'' by the dissociation of air

Fig. 10. Thermal exchanges computed with the two-layer ex-

tension to the Chen±Kim �k±e� model for di�erent stand-o�

distances and comparison with the centerline ¯ux obtained

from the heuritical formula of Monerie-Moulin et al. [37].
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molecules. Two major improvements concerning the

modeling of turbulence in the case of plasma jets were

established: ®rstly, the use of the Chen±Kim model gives

a better description of velocity and temperature ®elds of

the jet than the standard one; secondly, the use of a two-

layer extension to this model leads to a better descrip-

tion of the relaminarization of the ¯ow in the boundary

layer and so allows a better prediction of thermal ex-

changes. Thus, the present model cumulates the advan-

tages of the use of an appropriate turbulence model for

round jets and the use of a good description of the vis-

cous sublayer on the front plate. Concerning the high

level of sensitivity of heat exchanges versus the stand-o�

distance to the solid structure, the comparison of ex-

perimental results (obtained from the heuristic formula

of Monerie-Moulin et al. [37] for example) with the

predictions obtained with this model can be considered

to be very satisfactory and reinforce the validity of the

model. It was also veri®ed that the present model gives

accurate results concerning the ¯ux transferred to the

front plate near the impinging point and also gives a

good idea of the overall thermal power transmitted to a

large plate [21].
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